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Introduction  

Prognostic models predict an individual’s risk (i.e. probability) of future health outcomes, 

such as the development of respiratory disease, complications due to disease progression, 

intended or adverse outcomes of treatments, or any other health outcome.(1–3) In clinical 

practice, prognostic models are used to inform patients and healthcare providers about likely 

health outcomes and to guide shared medical decision-making in initiating treatment, 

preventive strategies or watchful waiting.(4)  

 

Before implementing a newly developed prognostic model in clinical practice, it is generally 

accepted that the prediction model needs, at the very least, to be evaluated on its 

performance (i.e. to be validated) on other individuals than from which it was developed. 

Additionally, prognostic models developed in another setting may also need to be updated 

for the application setting at hand to better tailor its predictions to that setting. Ideally, a 

prognostic model is also assessed on its impact to improve decision making and patient 

outcomes.(1,5–8)  

 

While many prognostic models for relevant health outcomes and conditions can be found in 

the literature, e.g. over 400 models for COPD progression (9), 37 on treatment response in 

pulmonary tuberculosis (10) and 17 on the prognosis of acute pulmonary embolism (11), only 

few models reach the validation or implementation phases.(3,6,12,13) Reasons for failed 

implementation of prediction models are illustrated in Figure 1. With such a large pool of 

already existing prognostic models, we argue that – in general – the first step of prognostic 

model research should be a critical appraisal and validation of existing prognostic models, 

before embarking on the development of a new prognostic model.(14) Following this line of 

reasoning, in this paper we will first discuss critical appraisal and validation of existing 

prediction models in the respiratory disease domain, before discussing aspects of model 

development.  

 

Reviewing and critical appraisal of existing prognostic models 

A first natural step in prognostic model research is to search, review, critically appraise and 

externally validate already existing prediction models. For instance, a systematic review and 

critical appraisal on existing COVID-19 models revealed over 100 prognostic models.(15) All 



models were critically appraised using the Prediction model Risk Of Bias ASsessment Tool 

(PROBAST), to assess the applicability and risk of bias of prediction model studies in the 

intended population and context.(16,17). Most of these prognostic COVID-19 models, usually 

with a mortality or clinical deterioration outcome, were judged to be at high risk of bias, for 

which the main reasons were the use of inappropriate data sources, inadequate low sample 

sizes, inappropriate statistical model evaluations and overall poor reporting. Moreover, for 22 

prognostic models that provided sufficient information to be externally validated, almost all 

showed poor predictive performance in a dataset from London hospitals.(18)  

Tools for designing, searching, critical appraisal, data extraction and interpretation of 

existing prognostic models in systematic reviews, are easily available with hand on guidance 

at the Cochrane Prognosis Review Methods Group website 

(www.methods.cochrane.org/prognosis) and at the PROBAST website 

(www.probast.org).(16,19)  

 

External validation and model updating 

External validation is the evaluation of the predictive performance of an existing prognostic 

model in new patients.(6,8,13,20,21) Predictive performance of a prognostic model is usually 

assessed by the calibration, typically investigated by visual inspection of a calibration curve 

and quantified by calibration statistics such as the calibration slope and calibration-in-the-

large, expressing how well the predicted risks correspond to the actual observed outcome 

frequencies in the validation dataset, and discrimination, typically quantified by a 

concordance statistic expressing how well the predicted risks distinguish between those who 

experience the outcome and those who do not in the validation dataset.(22,23) A detailed 

description of these and various other performance metrics for prediction models, including 

decision curve analysis, are described by Steyerberg et al.(24) Methods for calculating the 

minimum sample size required for external validation studies have recently been 

suggested.(25–27) 

 

External validation of existing prognostic models in new populations or settings also 

motivates updating of the prognostic model to the new situation at hand, especially when 

model miscalibration (i.e. the predicted risks do not correspond to the actual observed risks 

in a new population) is detected or model discrimination is less than anticipated. In these 



situations, updating of underperforming existing models improves their performance in the 

validation setting and can increase the likelihood of transportability to other settings.(8) 

Updating of a prediction model that is based on a regression model, such as a logistic 

regression or a Cox regression model, often starts with recalibration of the intercept or 

baseline hazard (i.e. re-estimating the intercept or baseline hazard using the validation data 

set at hand, which are important for accurate estimates of risk), but could require several 

more steps including the complete re-estimation of all the coefficients in the model.(8,28,29)  

 

When the validation of an existing prognostic model in a new setting did not provide 

satisfying results, it is generally recommended to first undertake model updating to 

determine to what extent the existing model can be easily improved, before developing an 

entirely new prognostic model using the validation dataset only.(2,14) Repeated external 

validation and updating of a prognostic model may often be necessary to ensure the model 

remains relevant over time and place, meaning that validation and updating should not be 

considered a one-time activity.(30)  

 

Impact and effectiveness assessment  

When validation studies with updating (if indicated) show indeed sufficient predictive 

performance of a prognostic model (where what is considered ―sufficient‖ is context specific 

and to some degree subjective), a natural next step is to empirically test its applicability, 

effectiveness and impact. Such empirical effectiveness studies are often referred to as 

comparative prediction model impact studies.(5,6,8,31) Good predictive performance of a 

prognostic model in validation studies is unfortunately no guarantee for usefulness and 

effectiveness of the model in clinical practice. An example of such model impact study is the 

VISTA trial that compares the use of the Vienna risk prediction model combined with risk-

tailored management with usual care in patients with venous thromboembolism. The 

discrimination was judged to be ―good‖ (c-statistic 0.76) and calibration was judged as 

―moderate‖ to ―good‖, with best calibration performance in the lower predicted risk groups. 

However, despite the promising predictive performance, no evidence was found for risk 

reduction in venous thromboembolism recurrence (the primary outcome) in the risk-tailored 

management applying the Vienna risk prediction model in the VISTA trial.(32,33)  

 



In contrast to validation studies in which the model’s predictive performance is assessed in a 

single cohort, model impact studies typically have a comparative nature, where the outcome 

is not the predictive accuracy of the model, but the difference in effect of actual use of a 

model as compared to not using it. Usually, a group of individuals, e.g. clinicians, using the 

newly developed prognostic model versus a group of similar individuals not using that 

prognostic model, i.e. following common clinical practice, are compared on decision-making, 

behavioural changes, patient outcomes and/or cost-effectiveness. The choice of outcome 

may partly be based on whether the prognostic model is meant to be assistive (e.g. a 

prognostic model aim to inform about risk without explicit treatment guidance) or directive 

(e.g. a prognostic model with explicit treatment guidance). 

 

The ideal design for such a comparative study is a cluster randomised trial where the 

prognostic model is only available in randomised clusters (e.g. healthcare professionals, 

practices or hospitals). Randomisation of clusters is often preferred over randomising 

individual patients because in the latter, a learning effect may influence the results of the trial. 

(8,31) Non-randomised designs for prediction model impact studies are also possible, for 

instance a prospective before-after study, although this type of design is prone to time and 

thus confounding effects.(8,31) Assessing effectiveness of prediction models may even call 

for mixed-methods designs, including also qualitative approaches such as interviewing of 

physicians and patients that actually used the model during the study.(34)  

 

Decision analytic modelling studies can assist in estimating the possible (cost-)effectiveness 

by combining information from various sources, including simulation of hypothetical clinical 

scenarios based on all the available evidence.(35,36) If the results are negative, i.e. the 

implementation or use of a prognostic model does not seem to improve the (cost-

)effectiveness, the prognostic model may require revision or updating before further steps 

towards prospective implementation or impact studies are taken.(8,34)  

 

Developing a new prognostic model 

Reasons for developing a new prognostic model, ideally as discussed above after validation 

and or updating of existing prediction models, are considered in Box 1. In general, the first 

consideration should be the availability and selection of a relevant and large enough patient 



population from which data of predictors and outcomes are registered. In general, the 

selected patients should reflect the target domain or setting in which the model is intended 

to be used.(6,7,37) A too small development sample size may create a prediction model that 

generates imprecise predictions and risks overfitting, which means that the prediction model 

is likely to perform poorly on individuals who were not part of the dataset used to develop 

the model. Recent studies have shown that overfitting is difficult to overcome even when 

using modern methods.(38,39) To avoid overfitting and ensure precise predictions, 

considerations on sample size and model complexity must be made during the design phase 

of the study. Guidance for these considerations in the form of minimal sample size criteria 

have been proposed, with simple to apply sample size calculators currently available in the 

statistical programs R and Stata.(40–42) 

 

Selecting the relevant predictors to include in the prediction model is another crucial step in 

prognostic model development. Ideally, the pre-selection of potential predictors should focus 

on those variables that, prior to data collection, are known to be related to the prognostic 

outcome, based on a combination of clinical expertise and evidence from literature, for 

instance through prognostic factor studies.(43) Beyond prior evidence and statistical criteria 

(i.e. statistical evidence that the predictor has incremental predictive value over other 

predictors), the selection of predictors should also consider practical implications of 

predictors. For instance, prognostic models developed using invasive or expensive to 

measure predictors may create a model that will become largely inapplicable to patients for 

whom the model was intended.  

 

The success of developing a relevant, applicable and well-performing prognostic model 

depends on many other factors beyond those already mentioned. The outcome to be 

predicted should be clinically useful and measured as precisely as possible for all individuals. 

Patients for whom the outcome is not observed, due to drop-out, being at risk of developing 

the outcome at the end of the study period or so-called competing risks, should be handled 

using the appropriate statistical techniques, for instance through survival analyses.(29) 

Handling of missing data and modelling of continuous predictors while avoiding wasting 

important prognostic information using unnecessary categorization, are other important 



aspects of prognostic modelling.(44–46) For a more thorough discussion on prognostic 

model development steps we refer to the already existing literature.(5,21,29,37) 

 

Concluding remarks 

A useful clinical prediction model is a model that predicts accurately (good performance as 

shown in calibration and discrimination), has been shown to work in settings other than its 

development setting (is externally validated) and is of value to clinicians by improving 

relevant patient outcomes (impact). 

 

Developing new prediction models is often not difficult, but deriving a clinical useful model 

that stands the test of time exemplified by satisfactory validation studies, proves to be more 

challenging. It should also be noted that recent regulatory developments, in particular 

medical device regulation in the EU and the US on required regulatory approval for 

prediction models (notably for those developed using artificial intelligence methodology), 

may impact on the requirements, such as results from impact studies or decision analytic 

modelling, for deriving a clinically useful prognostic model. 

 

A key aspect of developing, validating, updating and assessing the impact of a model is its 

transparent reporting. The TRIPOD guideline for developing, validating and updating 

prognostic models has been widely used.(2) Updates of this guideline, including a version 

specifically designed for application of prognostic modelling based on machine learning and 

artificial intelligence, are soon to be expected.(47) 
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 Box 1 - Examples of situations in which to move from validating existing models to 

developing a new prognostic model 

When to proceed from validating existing models to developing a new model? 

Reasons to start developing a new prognostic model are for instance when: 

- There is no prognostic model currently available for the same outcome and patient 

population 

- There are prognostic models available for the same outcome and patient population, 

but these existing models: 

- are insufficiently reported to be applied or validated, e.g. no intercept, baseline 

hazard or regression coefficients presented. 

- have been developed in a patient population that is substantially different from the 

intended population, e.g. a very selective set of the intended population. 

- use predictors that are expensive, impractical or use predictor definitions that are 

different than usual in the setting in which the model is intended to be used, e.g. 

based on advanced imaging techniques for a prognostic model intended to be 

used in primary care. 

- use predictors that are incompatible with time of prediction, e.g. post-operative 

predictors for a prognostic model developed prior to operations. 

- predict an outcome that was measured using unreliable methods. 

- showed poor validation performance overall or in important groups of individuals 

and updating of the model did not improve that performance. 

- have been shown to have no impact or a negative impact on patient outcomes in 

impact studies. 

 

 



Figure 1 – Leaky prognostic model adoption pipeline. Examples of reasons for failed 

prediction model adoption in clinical practice.  
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